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Abstract

The aim of this paper is to address the problem of recognizing human group activities in surveillance videos. This task has great potentials in practice, however was rarely studied due to the lack of benchmark database and the difficulties caused by large intra-class variations. Our contributions are two-fold. Firstly, we propose to encode the group-activities with three types of localized causalities, namely self-causality, pair-causality, and group-causality, which characterize the local interaction/reasoning relations within, between, and among motion trajectories of different humans respectively. Each type of causality is expressed as a specific digital filter, whose frequency responses then constitute the feature representation space. Finally, each video clip of certain group activity is encoded as a bag of localized causalities/filters. We also collect a human group-activity video database, which involves six popular group activity categories with about 80 video clips for each in average, captured in five different sessions with varying numbers of participants. Extensive experiments on this database based on our proposed features and different classifiers show the promising results on this challenging task.

1. Introduction

Recently research on vision based human action and activity analysis has attracted much attention in computer vision literature. Previous works on this topic mainly focused on the relatively simple activities of single person [4, 12], the interactions between a person and the surrounding objects [11, 20], or the pair-activities between two persons [13, 22]. However, the interactions among a group of persons, namely human group activities, occur much more often in real scenarios, and the study of these human group activities based on visual cues has great potential for many applications such as smart video surveillance and human computer interfaces.

There has not been much research devoted to the problem of recognizing human group activities due to two factors, i.e., the difficulties caused by the varying number of participants as well as mutual occlusions and the lack of usable benchmark databases. In literature, different visual features, e.g., trajectories of the human body/body-parts [10, 12, 14, 15, 17], optical flows [3] and detected moving image regions [4, 5, 11, 13, 18, 20, 21], have been proposed for human activity representation. However, these features are limited in their use for recognizing human group activities, since 1) these features do not explicitly encode the information on the interactions among a group of persons, 2) it is difficult or even infeasible to robustly track a long trajectory of a person in crowded scenarios with occlusions, and 3) the segmentation of human body/body-parts in crowded scenes itself is a very challenging problem. Corresponding to the state-of-the-art of research on this topic, most currently available databases mainly include the activities of a single person (possibly including interactions with surrounding objects) or between two persons, e.g., the CAVIAR database [2] and recent UIUC pair-activity database [22], or collected for abnormal event detection in crowded scenes [3]. The BEHAVE [1] database was recently released for human group activity analysis, but the very limited number of annotated video samples makes it unsuitable for statistically sufficient studies of this problem.

In this paper, we first investigate how to effectively represent human group activities. The number and identities of persons involved in a group activity video clip are changeable, and hence the high level visual information is generally of little value for characterizing human group activities. Low level visual information, e.g. color patches or optical flow patterns, are however not enough to describe the interactions among a group of persons. Thus the middle level visual cues, e.g. the motion trajectories of the participants and their interactions, are critical for representing human group activities. We propose to represent the human group activities with three types of localized causality
features, \( i.e. \), self-causalities, pair-causalities, and group-causalities, which encode the causal properties of individual trajectories, trajectory pairs, and trajectory groups respectively. Each type of causality is expressed as a digital filter, whose frequency responses then constitute the feature space for human group activity representation. Due to mutual occlusions as well as the inherent limitations of the tracking algorithms, the trajectory of a person within a video clip is often broken into several segments, and thus the causality features are extracted locally based on the short segments instead of the entire motion trajectory. These localized causalities describe the spatially local and temporally short-term behaviors of a human group, and the human group activities are then decomposed into a set of such local behaviors. Finally each group activity sample is represented as a bag of orderless localized causalities/filters.

We have developed a human group activity video database, which includes six categories of popular group activities: walk-in-group, run-in-group, stand-and-talk, gathering, fighting, and ignoring \( i.e. \), the subjects walk independently. Some sample frames are shown in Figure 1. The database was captured in five different sessions, where the number of participants and the capture time are different, resulting in about 80 video clips for each category of group activity in average. This database is then used to evaluate the effectiveness of our proposed localized causality features for recognizing human group activities.

2. Representation by Localized Causalities

The problem of recognizing human group activities was rarely studied in computer vision literature. In this section, we first introduce the problem definition with the assumption that the sample of certain human group activity has been initially instantiated as a set of broken segments of the human motion trajectories, extracted by some object tracking algorithm, and then introduce how to design the causality features within, between, and among these segments.

2.1. Problem Definition

Denote the motion segments within an example video clip as \( S = \{s^1, s^2, \cdots, \} \), where \( s^k(t) = [s^k_x(t), s^k_y(t)]^T \) is the center position of the human body in 2D image plane. As a specific machine learning problem, a set of training samples are given as \( \mathcal{S} = \{S_1, S_2, \cdots, S_N \} \), where \( N \) is the number of training samples, and their human activity labels are denoted as \( \{c_1, c_2, \cdots, c_N \} \), where \( c_i \in \{1, 2, \cdots, N_c \} \) with \( N_c \) as the number of human group activity categories. The task of recognizing human group activities is to learn an activity category prediction function based on these labeled training samples, so as to predict the group activity categories for the new samples.

2.2. Motivations

Under the video surveillance scenarios, the size of human body is often very small and thus the tracking of the human body/ body-parts for accurate human interaction modeling becomes infeasible, instead only segments of the motion trajectories are obtainable with certain popular tracking algorithm. In this subsection, we explain the motivations to utilize the localized causality features introduced afterwards for human group activity representation.

**Why use causalities for group activity representation?** The human group activities are mainly characterized by the dynamic interaction properties among a set of persons \( \text{generally}>2 \), and conventional features for solo-activity analysis cannot fully convey the interaction information among a group of persons. These dynamic interactions are essentially embodied as the affection, or mathematically stated as causality and feedback, between two persons or among multiple persons. Thus the representation of group activities finally ends at how to model the causalities among a group of persons. These causalities can be further divided into three types: 1) \textit{self-causality}, which describes the affection of the past status history to the current status of a person and mainly characterizes the behavior properties of a single person; 2) \textit{pair-causality}, which measures the interactions between two persons, \( e.g. \), meeting, chasing; and 3) \textit{group-causality}, which shows the affect of other persons’ behaviors to the behavior of the concerned person, and is unique for group activity modeling.

**Why use localized causality features?** Instead of calculating the causality features by fitting a global model using the complete motion trajectories throughout a video clip, we propose to conduct localized causality analysis, namely, the causality features are calculated based on the short segments of the human motion trajectories. On one hand, the dynamic interaction property of a human group activity sample may vary within the video clip, \( e.g. \), for the activity \textit{fighting}, the identity of the person to interact with a
certain person may change frequently, and hence the localized interactions are more repeatable for different samples. On the other hand, the possible mutual occlusions make the extraction of the complete motion trajectories difficult, and only segments of these motion trajectories are achievable. Thus, it is more feasible and practical under real scenarios to calculate the causalities in a spatially and temporally local way.

In this work, we present three types of localized causality features, namely self-causalities, pair-causalities, and group-causalities introduced in the next three subsections, to characterize the dynamic interaction properties of different human group activities. More specifically, each style of causality is finally expressed by the frequency responses of a specific digital filter, with the trajectory segments as input and output signals respectively. Finally these frequency responses are further clustered with K-means approach to build the visual word dictionary, and the histogram vector based on these visual words is then used as final feature representation for recognizing human group activities.

2.3. Self-causality Analysis

The concept of self-causality refers to the affect of the past status history of a person to his/her current status, namely how the previous motion trajectory positions of a person affect her/his current position. For a human trajectory segment denoted as $s$ which can be regarded as a digital signal, this self-causality is modeled as a digital filter as shown in Figure 2 with the input and output signals as the same digital signal $s$. Illuminated by the definition of self-causality, a natural form for this filter is the finite impulse response (FIR) digital filter denoted as,

$$s(t) = \sum_{n=1}^{k} h(n)s(t-n-l) + \epsilon(t),$$

where $h(n)$ is the impulse response of the FIR digital filter, $k$ is the order of FIR filter, $\epsilon(t)$ is a stationary Gaussian noise with the variance as $\sigma^2$, and $l$ is a manually set time lag which may avoid the overfitting issue in estimating the model parameters for the FIR filter. Note that in Eqn. (1), the values of the signal $s$ at $x$ and $y$ coordinates are assumed to take the same model.

To obtain the values of the impulse response $h(n)$ and $\sigma^2$, we use all the frames in the motion trajectory segment $s$ and calculate based on the least square errors (LSE) method to fit the $h(n)$ by minimizing the variance $\sigma^2$ of the noise term. Note that at least $k$ linear equations are required to obtain a solution for $h(n)$, and thus the length of each motion trajectory segment should be at least $2k + l$.

The FIR digital filter well encodes the self-causality property of a human motion trajectory segment. To avoid the possible instability caused by the value of $k$, we do not directly use the $h(n)$’s as the self-causality features, and instead $h(n)$ is transformed into the frequency domain with $z$-transform to obtain the frequency responses for feature extraction. More specifically, the $z$-transform of $h(n)$ is calculated as

$$H(z) = \sum_{n=1}^{k} h(n)z^{-(n+l)}.$$  \hspace{1cm} (2)

The frequency domain is generally more robust than the time domain for extracting features, and the self-causality property conveyed by the motion trajectory segment $s$ is then represented as five evenly sampled frequency responses (magnitudes and phases),

$$f_1(s) = [|H(e^{j0})|, |H(e^{j\frac{\pi}{4}})|, \ldots, |H(e^{j\frac{3\pi}{4}})|],$$

\hspace{1cm} $$\angle H(e^{j\frac{\pi}{4}}), \ldots, \angle H(e^{j\frac{3\pi}{4}})]^T,$$

which is an 8-dimensional vector. Note that for $z = e^{j0}$ and $z = e^{j\pi}$, we do not calculate their phases since they are always equal to zeros. It is possible for us to sample more frequencies to constitute longer-length $f_1(s)$, but our offline experiments show that five frequencies are generally enough to achieve near-optimal recognition performance.

An intuitive explanation of the effectiveness for this encoding scheme is that, different category of human motion trajectory segment may have a FIR digital filter with distinctive impulse response $h(n)$. For example, the $h(n)$’s for static, constant-speed, constant-acceleration motion trajectory segments could be expressed as $s(t) = s(t-1), s(t) = 2s(t-1) - s(t-2)$, and $s(t) = s(t-1) - 3s(t-2) + s(t-3)$, respectively.

2.4. Pair-causality Analysis

The pair-causality describes the interaction properties of two persons. The pair-causality information includes two parts. The first part is the strength of one person’s affect on another one, and the second part is how one person affects another one. In [22], Zhou et al. used the Granger Causality Test (GCT) [16] to obtain two quantities, causality ratio and feedback ratio, for measuring the causality and feedback strength between two persons based on their tracked concurrent motion trajectories.

More specifically, for a concurrent human motion trajectory pair of $s_a = [s_a(1), s_a(2), \ldots, s_a(t), \ldots]$ and $s_b = \ldots$, ...
ters can be derived based on the concurrent human motion
\[ s_b(1), s_b(2), \ldots, s_b(t), \ldots \], we assume that the interaction between two trajectories is a stationary process, i.e., the prediction functions \( P(s_b(t)|s_a(1:t-l), s_b(1:t-l)) \) and \( P(s_b(t)|s_a(1:t-l), s_b(1:t-l)) \) do not change within a short time period, where \( s_a(1:t-l) = [s_a(t-l), s_a(t-l-1), \ldots, s_a(1)] \) and so for \( s_b(1:t-l) \).

To model \( P(s_a(t)|s_a(1:t-l), s_b(1:t-l)) \), we can use \( k \)th order linear predictor, namely,
\[
s_a(t) = \sum_{n=1}^{k} \beta(n)s_a(t-n-l) + \gamma(n)s_b(t-n-l) + \epsilon_a(t),
\]
where \( \beta(n) \)'s and \( \gamma(n) \)'s are the regression coefficients, and \( \epsilon_a(t) \) is the Gaussian noise with standard deviation \( \sigma(s_a(t)) \). These model parameters can be derived based on the concurrent human motion trajectory segment pair of \( s_a \) and \( s_b \). Similarly, we use the linear predictor to model \( P(s_b(t)|s_a(1:t-l)) \) as in (1), and the standard deviation of the noise signal is denoted as \( \sigma(s_b(t)) \).

According to the GCT theory [16] and pair-trajectory analysis in [22], we could obtain two measurements on the causality strength, namely,

1. **Causality ratio**: \( r_c = \frac{\sigma(s_a(t))|s_a(1:t-l)|}{\sigma(s_a(t))|s_a(1:t-l); s_b(1:t-l)|} \), which measures the relative strength of the causality.

2. **Feedback ratio**: \( r_f = \frac{\sigma(s_b(t))|s_a(1:t-l)|}{\sigma(s_b(t))|s_a(1:t-l); s_b(1:t-l)|} \), which measures the relative strength of the feedback.

The causality ratio and feedback ratio could well characterize how strong one person affects the motion of another one, however cannot encode the underlying mechanism that drives the motions of these two persons. In other words, the causality ratio and feedback ratio only leverage on the information from the noise terms, namely the standard deviations, but do not reflect the information characterized by \( \beta(n) \) and \( \gamma(n) \), which are the model parameters and essentially characterize how one person affects another one.

If we regard this relationship in (4) as a digital filter with the input signal as \( s_b(t) \) and the output signal as \( s_a(t) \), as illustrated in Figure 3, we can calculate the \( z \)-transforms for both sides, and then we obtain the following equation by ignoring the noise term,
\[
X_a(z) = \sum_{n=1}^{k} \beta(n)X_a(z)z^{-n-l} + \gamma(n)X_b(z)z^{-n-l},
\]
where \( X_a(z) \) and \( X_b(z) \) are the \( z \)-transforms for the output and input signals respectively. Denoting the impulse response of this digital filter as \( H_{ba}(z) \), and based on the relation of \( H_{ba}(z) = \frac{X_a(z)}{X_b(z)} \), we have,
\[
H_{ba}(z) = \frac{\sum_{n=1}^{k} \gamma(n)z^{-n-l}}{1 - \sum_{n=1}^{k} \beta(n)z^{-n-l}},
\]
from which we can observe that this digital filter is an infinite impulse response (IIR) digital filter.

Similar to self-causality analysis, the magnitudes and the phases of the \( z \)-transform function at a set of evenly sampled frequencies are used to describe the digital filter (i.e., the style of the pair-causality). More specifically, we use the magnitudes of the frequency responses at \( 0, \pi/4, \pi/2, 3\pi/4, \pi \) and the phases of the frequency responses at \( \pi/4, \pi/2, 3\pi/4 \) (constant values for frequency \( 0 \) and \( \pi \)), namely,
\[
f_{ba} = [H_{ba}(e^{j0})], [H_{ba}(e^{j\frac{\pi}{4}})], \ldots, [H_{ba}(e^{j\pi})], \\
\angle H_{ba}(e^{j\frac{\pi}{4}}), \ldots, \angle H_{ba}(e^{j\pi}).
\]

Similarly we can define the feature vector \( f_{ab} \) by considering \( s_a \) as the input signal and \( s_b \) as the output signal for an IIR digital filter which characterizes how the person in the trajectory segment \( s_a \) affects the motion of the person in the trajectory segment \( s_b \).

The causality ratio and feedback ratio characterize the strength of one person’s affect on another one, while the extracted frequency response features \( f_{ab} \) and \( f_{ba} \) convey how one person affects another one. Intuitively, these features are mutually complementary, and hence we combine them to form the description vector for pair-causality representation. Also, the relative distance \( \Delta d_{ba} \) and relative speed \( \Delta v_{ba} \) of two interacting persons are very useful for discriminating activities such as walk-in-group and gathering, therefore we add them to form the description vector,
\[
f_2(s_a, s_b) = (f_{ab}, f_{ba}, r_c, r_f, \Delta d_{ba}, \Delta v_{ba})^T,
\]
which is a 20-dimensional feature vector with \( 5 \times 2 \) magnitude values, \( 3 \times 2 \) phase values, the causality and feedback ratio values, as well as the relative distance and speed.

### 2.5. Group-causality Analysis

Human group activities characterize the behaviors of a group of persons, and the information conveyed may be beyond the self-causality and pair-causality features. For example, the group activity gathering generally involves three
or more persons walking towards the same point. Therefore, we need features which can describe the interaction properties among multiple persons. In this subsection, we present the prediction model to describe the effects of all other persons to a certain person, namely,

\[
s^m(t) = \sum_{o \neq m, o \in \Omega_m} \sum_{n=1}^{k} h^o(n)s^o(t - n - l) + \xi^m(t),
\]

where \( \Omega_m \) is the index set for all concurrent motion trajectory segments with \( s^m \) within a video clip, \( h^o(n) \)'s are the regression parameters, and \( \xi^m(t) \) is the Gaussian noise term. Here, the trajectory \( s^m(t) \) is predicted by utilizing all the other trajectories, and the model parameters could be estimated using least square errors approach based on all the motion trajectory segments concurrent with \( s^m \).

From the perspective of digital filters, the whole system can be regarded as the integration of a set of FIR digital filters. Among the filter set, each filter describes the causality relation as

\[
\hat{s}^o(t) = \sum_{n=1}^{k} h^o(n)s^o(t - n - l), \quad o \neq m,
\]

where \( \hat{s}^o(t) \) is unknown beforehand. Its z-transform function is then,

\[
H_{om}(z) = \sum_{n=1}^{k} h^o(n)z^{-n-l}, \quad o \neq m.
\]

Finally the outputs from all these FIR digital filters are summed to output the signal \( s^m(t) \) along with the noise signal \( \xi^m(t) \), namely,

\[
s^m(t) = \sum_{o \neq m, o \in \Omega_m} \hat{s}^o(t) + \xi^m(t).
\]

Figure 4 shows the whole system.

The number of input signals does not convey information for characterizing the human group activity, and hence for group-causality, we use the sum of the frequency responses from all the FIR digital filters as the feature space for group-causality representation. Denote

\[
H_m(z) = \sum_{o \neq m, o \in \Omega_m} H_{om}(z),
\]

and the group-causality features related with human motion trajectory segment \( s^m \) are finally represented as

\[
f_3(s^m) = [H_m(e^{j0}), |H_m(e^{j\pi/4})|, \cdots, |H_m(e^{j\pi})|, \\
\angle H_m(e^{j\pi/4}), \cdots, \angle H_m(e^{j\pi})]^T.
\]

3. Classification with Localized Causalities

A video clip containing a human group activity example usually consists of a large number of short human motion trajectory segments. Based on self-causality analysis, we can extract an 8-dimensional feature vector for each segment. Based on pair-causality analysis, we can extract a 20-dimensional feature vector for a concurrent segment pair, and based on group causality, generally we can extract an 8-dimensional feature vector for each segment. As the number of trajectory segments and the number of concurrent trajectory segment pairs may be different in different video clips, we use the bag-of-words approach to construct three visual word dictionaries based on three types of causality features. The feature extraction as well as the formulation of the bag-of-words representation procedure is illustrated in Figure 5. Note that in this work, for the tracked long
motion trajectories, we further extract the short trajectory segments (about 4k frames) by sliding a temporal window. Then, each video clip is represented as three histogram vectors based on these three visual word dictionaries. Finally, direct classifiers like Nearest Neighbor (NN) and other machine learning algorithms such as Support Vector Machine (SVM) [6] are used for human group activity classification.

4. Experiments

In this section, we first introduce the details of the group activity database we collected, demonstrate the effectiveness of the proposed three types of localized causality features, and further compare these features with the low-level visual features extracted at the space-time interest points [9], which have been verified effective in many applications.

4.1. Group Activity Database Construction

The human group activity database was collected by monitoring an outdoor scene (an university car park). The video camera, Panasonic-NV-DX100EN with frame rate of 25fps and image size of 720 × 576 pixels, was mounted and zoomed such that the captured persons are in proper scale for ease of human tracking and detection. The database was collected in five different sessions, with different actors, or different number of actors, or at the different time. In each session, six categories of group activities were staged by the actors and each activity contains 10-20 instances with 4-8 actors, and each session spans several minutes. For each video sequence, we manually crop the entire video into small video clips, each of which contains a human activity instance of 8-15 seconds and is assigned the corresponding human activity category. The whole database includes 476 labeled video samples in total. A summary of the segmented video samples is given in Table 1.

To track the human motion trajectory, each human actor is considered as a 2D blob, and then the task is to locate the position sequence of each blob in the 2D image. Our tracking method is based on the CONDENSATION [8] algorithm with manual initializations. In our implementation, about 100 particles are used to track each person for the tradeoff of accuracy and computational cost. The tracking fails easily due to the mutual occlusions, and manual re-initializations are used for simplicity although motion segmentation algorithm can be developed for automatic re-initializations [7, 19]. Finally, for each video clip, a set of short human motion trajectory segments are obtained, and we down-sample the frame rate by a factor of 2 for further process.

4.2. Localized Causality Feature Visualization

Figure 5 shows a detailed example of the tracked human trajectory segments. It could be observed that there exist several reasons for broken trajectory segments, e.g., tracker’s failure (marked by I), subject entering the view (marked as II) and out of the view (marked as III), and the manual re-initialization after occlusion (marked as IV). Therefore, it is intractable to extract the complete trajectory throughout the whole video clip. In Figure 6, we further illustrate the examples of the extracted human motion trajectories, the three types of filter responses from the localized causality analysis, as well as the three histogram representations based on the bag-of-words models. Each of the subfigure on the right of the sampled video frames shows the tracked trajectories of the human group activities. Note that there exist distinctive patterns associated with different categories of group activities. For walk-in-group and run-in-group activities, all the trajectories are nearly parallel; for stand-and-talk and fighting activities, the trajectories are more random, and for fighting, there exist larger variations among trajectories; for gathering activity, all the trajectories converge to a common point; and for ignoring activity, each trajectory points to a different direction. The subfigures below show examples of the filter responses in terms of magnitude (2nd row) and phase (third row) for self-causality (left), pair-causality (middle) and group-causality (right) features. The last row shows the histogram representations for three types of causality features based on the bag-of-words models.

4.3. Classification with Localized Causalities

The human group activity classification experiments are conducted based on the leave-one-session-out strategy. For the parameter l, k and the sizes of three visual word dictionaries, we evaluate all the proper combinations of these parameters and set them to be optima in the experiments, and finally l = 4, k = 4, and the dictionary size is set to be 20 for each type of causality feature. For the nearest neighbor classifier, we use the commonly used $\chi^2$ distance for dissimilarity measure,

$$d(x, y) = \frac{1}{2} \sum_i \frac{(x_i - y_i)^2}{x_i + y_i},$$

where $x$ and $y$ are the concatenated vector from the three histogram vectors based on three types of localized causality features. For SVM, we use the following kernel based on the $\chi^2$ distance,

$$k(x, y) = \exp\{-\frac{1}{\gamma}d(x, y)\},$$

where the kernel parameter $\gamma$ is tuned to be optimal. We use the non-linear multi-class SVM toolbox LIBSVM in [6] for model training and final classification.

Figure 8 lists the classification accuracies in terms of confusion matrices by using different types of causality features, as well as their combination, based on both NN and
Table 1. A summary on the collected human group activity database.

<table>
<thead>
<tr>
<th>Human activity category</th>
<th>walk-in-group</th>
<th>run-in-group</th>
<th>stand-and-talk</th>
<th>gathering</th>
<th>fighting</th>
<th>ignoring</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. of sessions</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>No. of segments</td>
<td>94</td>
<td>65</td>
<td>88</td>
<td>86</td>
<td>74</td>
<td>69</td>
<td>476</td>
</tr>
</tbody>
</table>

Figure 6. An illustration of the captured video sequences (left 1st row), tracked motion trajectory segments (right 1st row), examples of the filter responses for both magnitudes (2nd row) and phases (3rd row) and bag-of-words representations (4th row). Note that for the 2-4th rows, from left to right, the subfigures correspond to self-causality, pair-causality and group-causality features respectively.

SVM classifiers. From Figure 8(a) and 8(b), we can observe that, on one hand, self-causality features carry limited information for discriminating the activities walk-in-group, ignoring or gathering from each other since when specific to a person, his/her motion trajectory segment may be similar for these three activities, however, they could be easily differentiated by the pair-causality features. On the other hand, the pair-causality features cannot effectively discriminate the activity walk-in-group from run-in-group since the pair interaction properties of these two activities are similar, however, the self-causality features can properly deal with this case since the motion models of walking and running for a single person are different. When these three types of localized causality features are combined, the classification performance could be further boosted (see Figure 8(d)). We can also note that the SVM classifier generally offers higher performance than NN classifier.

We further compare the localized causality features with the state-of-the-art low level visual features, i.e., the features extracted at the space-time interest points (STIP) [9]. This method extracts the HOG (Histograms of Oriented Gradients) and HOF (Histograms of Optical Flow) features computed within a 3D video patch around each detected STIP. The patch is partitioned into a grid with $3 \times 3 \times 2$ spatio-temporal blocks, and the 4-bin HOG descriptors and 5-bin HOF descriptors are then computed for all blocks and are concatenated into a 72-element and 90-element descriptors respectively. Finally they are concatenated into a $162D$ description vector. We model the video clips based on the bag-of-words method by first clustering all the description vectors from the training set using K-means method. We vary the dictionary size from 10 to 2000 and compare with our proposed features also in a leave-one-session-out strategy. For SVM classifier, the kernel used is the same as in Eqn. (16). From the comparison results shown in Figure 7, it is observed that STIP based low level features yield very low performance compared with our proposed localized causality features, since no interaction information among a group of persons is explicitly exploited for the features extracted at the space-time interest points.

5. Conclusions and Future Works

In this paper, we introduced the video database collected for the rarely studied problem of recognizing human group activities in surveillance videos. Three types of causality
features, characterizing the dynamic interaction properties within, between and among human motion trajectory segments, were proposed to obtain a fixed-length representation for video clip with variable length and number of persons. To the best of our knowledge, the group activity database introduced in this work is the first one available for extensively studying the human group activities, and also it is the first work to extensively study the human group activity classification problem. We plan to further exploit it is the first work to extensively study the human group activities, and also database introduced in this work is the first one available for...We plan to further exploit it is the first work to extensively study the human group activities, and also database introduced in this work is the first one available for...The BEHAV Website: http://homepages.inf.ed.ac.uk/rbf/BEHAVE/
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Figure 8. The confusion matrices of the human group activity classification results with different features and classifiers. For ease of display, each activity is denoted by its first character, i.e., 'W' for walk-in-group, 'R' for run-in-group, 'S' for stand-and-talk, 'G' for gathering, 'F' for fighting, and 'I' for ignoring. For better viewing, please see the pdf file.

Figure 7. Classification comparison between our proposed localized causality features and the local features exacted at the STIP’s.

(a) Self-causality NN-41.4%
(b) Pair-causality NN-69.1%
(c) Group-causality NN-46.6%
(d) Combination NN-72.3%

(a) Self-causality SVM-45.4%
(b) Pair-causality SVM-70.0%
(c) Group-causality SVM-48.7%
(d) Combination SVM-74.5%

Figure 6. Recognition accuracy (%) vs. No. of words.