Abstract

Belief propagation (BP) is an effective algorithm for solving energy minimization problems in computer vision. However, it requires enormous memory, bandwidth, and computation because messages are iteratively passed between nodes in the Markov random field (MRF). In this paper, we propose two methods to address this problem. The first method is a message passing scheme called tile-based belief propagation. The key idea of this method is that a message can be well approximated from other faraway ones. We split the MRF into many tiles and perform BP within each one. To preserve the global optimality, we store the outgoing boundary messages of a tile and use them when performing BP in the neighboring tiles. The tile-based BP only requires 1-5% memory and 0.2-1% bandwidth of the ordinary BP. The second method is an $O(L)$ message construction algorithm for the robust functions commonly used for describing the smoothness terms in the energy function. We find that many variables in constructing a message are repetitive; thus these variables can be calculated once and reused many times. The proposed algorithms are suitable for parallel implementations. We design a low-power VLSI circuit for disparity estimation that can construct 440M messages per second and generate high quality disparity maps in near real-time. We also implement the proposed algorithms on a GPU, which can calculate messages 4 times faster than the sequential $O(L)$ method.

1. Introduction

Many low-level vision problems can be formulated in the Markov random field (MRF) framework as an energy minimization problem [14]. Suppose that the MRF is represented by a graph $G = (V, D)$, where $V$ is the set of all nodes and $D$ is the set of all edges. The problem is to assign a label $l_p$ to each node $p$ such that the following energy function is minimized:

$$\sum_{p \in V} E_p(l_p) + \sum_{\{p,q\} \in D} E_{pq}(l_p, l_q),$$

(1)

where $E_p$ is an unary data term and $E_{pq}$ is a pairwise smoothness term. Several efficient global optimization methods such as graph cuts [2] and (loopy) belief propagation (BP) [7] have been proposed. They can efficiently find better solutions than local or greedy methods.

However, these global optimization methods have to store all variables in the MRF and require iterative operations, resulting in enormous memory, bandwidth, and computational costs. For example, when we perform BP, we have to store all data terms and messages, totally $O(NL)$ elements, in the main memory, where $N$ is the number of nodes and $L$ is the size of the label set. In each iteration of BP we have to access $O(NL)$ data. For the disparity estimation of a 720p video (1280×720, 30 fps), assuming 100 disparity values and 20 iterations per frame, we have to store 429 MB data and access 1 terabyte data per second (assuming all data are 8-bit). This memory cost is too expensive for most embedded systems, and the bandwidth requirement is unreachable for most existing hardware platforms including desktops.

Therefore, if we want to perform BP on low-power consumer electronics, such as digital cameras, digital TV’s, and mobile phones, we must reduce its bandwidth, memory, and computational costs. The reduction of bandwidth cost is also important for high-end platforms because it is the major performance bound [3].

In this paper, we propose two methods to address these issues. The first one is a new message passing scheme called tile-based belief propagation. The key idea of this method is that a message can be well approximated from other faraway messages. We therefore split the MRF into many tiles and perform BP within each tile. To preserve the global optimality, we store the outgoing boundary messages of a tile and use them when performing BP in the neighboring tiles. The tile-based BP only requires 1-5% memory and 0.2-1% bandwidth of the ordinary BP.

The second method is $O(L)$ an message construction algorithm for the robust functions commonly used to describe the smoothness terms in the energy function. We show that many variables in constructing a message are repetitive; therefore they can be calculated once and reused many times.

The proposed methods are suitable for efficient hardware implementation. As an illustration, we use them to design a low-power VLSI circuit for disparity estimation. It can
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generate VGA-sized disparity maps in near real-time. To our knowledge, this is the first dedicated disparity estimation hardware based on a global optimization method that generates results better than those by the local methods.

We also present a simple GPU implementation of the proposed algorithms to demonstrate that these algorithms are applicable for other hardware architectures. While we only focus on the stereoscopic disparity estimation application, it should be noted that the concepts and algorithms presented here can be applied to other low-level vision problems as well. The results of our algorithms on the Middlebury benchmarks are provided in the supplemental material.

2. Related Work

In this section we review the most relevant software and hardware methods for accelerating the global optimization algorithms and for building real-time disparity estimation systems.

Felzenszwalb and Huttenlocher were the first to address the computational issues of BP for computer vision applications [6]. They proposed a hierarchical message passing scheme to speed up the convergence, a so-called min-convolution method based on the distance transform theory to reduce the complexity of message construction from $O(L^2)$ to $O(L)$, and a bipartite graph to reduce the memory size by half. Tappen and Freeman showed that a sequential asynchronous message update scheme (dubbed BP-M in [14]) is more efficient than a synchronous one [15].

Many existing BP software programs combine these approaches together. In each level of the hierarchical BP, BP-M is used and each message is computed using min-convolution. However, the min-convolution method is a strictly sequential operation that cannot be performed in parallel. The BP-M does not change the memory and bandwidth costs.

Yu et al. showed that the messages are smooth and compressible [22]. Their method reduces the memory and bandwidth costs of BP to 12.5%\(^2\), but the memory size for the data cost, which is unchanged, is still too large for embedded systems. Also the sequential compression and decompression operations would slow the system.

Real-time disparity estimation is a critical component for robot navigation, gaze correction, free-viewpoint image synthesis, etc. Since the global optimization methods are relatively expensive, most approaches use either local cost aggregation [5, 8, 21] or scanline-based optimization methods [4, 9]. Generally, their performances are inferior to the global optimization methods. Wang et al. used the results of the local stereo estimation to reduce the disparity range for optimization [19]. However, the irregular label set and the additional pre-processing steps are both impeding to hardware efficiency.

Recently a few implementations of the global optimization on GPU have been developed [18, 20]. While they usually map the original algorithms to the GPU, we show that by modifying the algorithm, a better parallelism can be achieved with lower memory and bandwidth costs. Finally, a straightforward method is to split the image into small blocks and perform global optimization in each block independently [16]. However, this method does not guarantee the global optimality and usually generates poor results.

3. Cost Analysis of Belief Propagation

Before describing the proposed algorithms, we review the operations in the max-product BP [7]. In BP, we iteratively send the messages between neighboring nodes to propagate the information. Consider a subset of MRF shown in Figure 1 (a), a message $M_{pq}$ is sent from node $p$ to its neighboring node $q$, where $M_{pq}$ is an L-D vector and each entity $M_{pq}(l)$ is defined as

$$M_{pq}(l) = \min\left\{ E_q(l, l_q) + H_{pq}(l) \right\}, \quad (2)$$

where $H_{pq}(l)$ is the sum of the data term and the incoming messages from other nodes,

$$H_{pq}(l) = E_p(l) + M_{qp}(l) + M_{qp}(l) + M_q(l). \quad (3)$$

Given enough iterations, the optimal label $\hat{l}$ for each node is chosen independently according to

$$\hat{l} = \arg\min_l \left( E_p(l) + M_{qp}(l) + M_{qp}(l) + M_q(l) \right). \quad (4)$$

One can calculate Equation (2) by first building $L$ hypotheses and then picking the smallest one from them. The arithmetic complexity of this method is $O(L^2)$, so the direct implementation is very expensive.

For asynchronous message update schemes, the order of the messages has to be specified. The order used in the popular BP-M method is shown in Figure 1 (b). It contains four phases in each iteration, and in each phase it updates all the messages in the same direction. Each constructed message is immediately used in building the next message.

---

1 A reference implementation compatible to the Middlebury MRF library is available at http://mpac.ee.ntu.edu.tw/~chiakai/hebp/.

2 In [22] the data are assumed to be stored at floating point precision. If the data precision is 8-bit, only 30-50% compression rate can be achieved.
We can see that according to Equations (2) and (3), in each phase BP-M loads $3NL$ messages and $NL$ data terms, and then outputs $NL$ messages. Therefore, in each iteration it needs to access $4(3+1+1)NL = 20NL$ data from the main memory. Because the messages orthogonal to the current passing direction and data terms are only used to build one message, it is difficult to cache them in the local memory for reuse. All data terms and messages, totally $5NL$ variables, must reside in the main memory till the algorithm stops.

### 4. Tile-Based Belief Propagation

In this section, we present a new message passing scheme dubbed tile-based belief propagation. It has performance similar to the BP-M does but requires much less memory and bandwidth.

#### 4.1. Basic Concept

We can easily see that in Equation (2), $M_{pq}$ is uniquely determined from $E_p$ and the three incoming messages. Therefore, given four incoming messages and the data term, all outgoing messages can be perfectly reconstructed. Therefore, one can remove half of the messages without affecting the message passing. This is the basic idea used in the bipartite graph [6].

We exploit this idea one step further. Without loss of generality, we split the nodes in MRF into two sets, as shown in Figure 2 (a). One set $S_1$ contains the nodes in a 3-by-3 tile (the grey square in Figure 2 (a)) and the other set $S_2$ contains all other nodes.

When we perform BP in $S_2$, without knowing all data terms and messages in $S_1$ (green dotted edges in Figure 2), we only need the messages coming from $S_1$ to drive the propagation (blue arrows in Figure 2 (a)). All the messages in the tile are irrelevant to the message passing operations outside the tile because they are never used in evaluating

- Arrange the tiles $\{S_1, S_2, \ldots, S_N\}$ in the raster scan order.

#### 4.2. Algorithm

We follow the concept and propose the tile-based belief propagation. The pseudo code is given in Figure 3. The MRF is first split into many non-overlapping $B \times B$ tiles $\{S_1, S_2, \ldots, S_N\}$; these tiles are processed in a raster scan order. When the data terms are not pre-computed, we first calculate the data terms for the nodes in the tile $S_t$. Then we load the messages coming from other tiles, which are called boundary messages. We use the data terms, the smoothness terms, and the boundary messages to construct the messages in $S_t$. Any ordinary BP algorithm can be applied here, but we find that BP-M gives the best results.

After the messages passing is performed for a number of iterations, the messages are stable now. We then generate the outgoing boundary messages and store them to the memory. All messages in the tiles are thrown away.

The raster scan order would introduce a bias to the
The image consists of a document page with text, diagrams, and tables. The text is discussing disparity estimation and energy calculation in the context of tile-based Belief Propagation (BP). The page contains mathematical expressions, tables, and figures to support the discussion.

### Table 1: Final Energy Values

<table>
<thead>
<tr>
<th>Method</th>
<th>Dataset</th>
<th>Avg.</th>
</tr>
</thead>
<tbody>
<tr>
<td>BP-M 80 it.</td>
<td>Tsukuba</td>
<td>80.206</td>
</tr>
<tr>
<td>Tile-based BP</td>
<td>Tsukuba</td>
<td>80.206</td>
</tr>
<tr>
<td>Tile-based BP</td>
<td>Teddy</td>
<td>100.5</td>
</tr>
<tr>
<td>Tile-based BP</td>
<td>Cones</td>
<td>102.6</td>
</tr>
<tr>
<td>Tile-based BP</td>
<td>Venus</td>
<td>100.6</td>
</tr>
<tr>
<td>Hierarchical BP</td>
<td>Tsukuba</td>
<td>99.0%</td>
</tr>
<tr>
<td>Tile-based BP</td>
<td>Tsukuba</td>
<td>99.7%</td>
</tr>
<tr>
<td>Tile-based BP</td>
<td>Teddy</td>
<td>100.4%</td>
</tr>
<tr>
<td>Tile-based BP</td>
<td>Cones</td>
<td>100.5%</td>
</tr>
<tr>
<td>Tile-based BP</td>
<td>Venus</td>
<td>102.5%</td>
</tr>
</tbody>
</table>

The energy values are calculated using different methods and datasets. The method shows improvements in energy efficiency compared to traditional BP.

### 4.3. Performance Analysis

The performance of the tile-based BP depends on the number of outer iterations ($T_o$), the tile size ($B$), and the number of inner iterations in the message passing steps ($T_i$). The performance analysis includes discussions on convergence speed, quality, and memory usage.

### 4.4. Cost Analysis

The cost analysis considers the efficiency of tile-based BP compared to traditional BP, focusing on terms such as $C_M$ and bandwidth consumption. The efficiency improvements are attributed to the method's ability to process images in a more optimized manner.

---

The document page includes diagrams and tables that illustrate the performance and cost analysis of different methods in disparity estimation.
Table 2. The relative memory cost and the relative bandwidth cost of the tile-based BP to the BP-M with different parameter settings.

<table>
<thead>
<tr>
<th>B</th>
<th>L</th>
<th>T_o</th>
<th>T_{BPM}</th>
<th>Relative Memory Cost</th>
<th>Relative Bandwidth Cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>16</td>
<td>16</td>
<td>3</td>
<td>20</td>
<td>5%</td>
<td>0.47%</td>
</tr>
<tr>
<td>32</td>
<td>16</td>
<td>3</td>
<td>20</td>
<td>2.5%</td>
<td>0.28%</td>
</tr>
<tr>
<td>64</td>
<td>16</td>
<td>3</td>
<td>20</td>
<td>1.25%</td>
<td>0.19%</td>
</tr>
<tr>
<td>16</td>
<td>32</td>
<td>3</td>
<td>20</td>
<td>5%</td>
<td>0.42%</td>
</tr>
<tr>
<td>16</td>
<td>64</td>
<td>3</td>
<td>20</td>
<td>5%</td>
<td>0.40%</td>
</tr>
<tr>
<td>16</td>
<td>16</td>
<td>2</td>
<td>20</td>
<td>5%</td>
<td>0.31%</td>
</tr>
<tr>
<td>16</td>
<td>16</td>
<td>4</td>
<td>20</td>
<td>5%</td>
<td>0.63%</td>
</tr>
<tr>
<td>16</td>
<td>16</td>
<td>3</td>
<td>10</td>
<td>5%</td>
<td>0.94%</td>
</tr>
<tr>
<td>16</td>
<td>16</td>
<td>3</td>
<td>40</td>
<td>5%</td>
<td>0.23%</td>
</tr>
<tr>
<td>16</td>
<td>16</td>
<td>3</td>
<td>80</td>
<td>5%</td>
<td>0.12%</td>
</tr>
</tbody>
</table>

The ratio of $C_M$ to the memory cost of the traditional BP is

$$C_M = 5NL/B.$$  

The ratios for different $B$’s are listed in Table 2. We can see the memory cost of the tile-based BP is only 5% of that of BP-M when $B=16$, and 1.25% when $B=64$. This cost is even much smaller than several local stereo estimation algorithms which require all data terms ($NL$ elements) for adaptive cost aggregation.

The message passing step needs to store $5B^2L$ variables, including the data terms and the messages in a tile, in the local memory. For small $B$’s, the storage of this size is affordable or readily available in most GPUs, DSPs, and other VLSI architectures. On the contrary, the data reuse is difficult in BP-M so local caches are useless.

The reduction of the memory cost is also beneficial to the software implementation. One example is given in Figure 6. While the peak memory of the original BP-M is 603 MB, that of the tile-based BP is only 25 MB. The results of the two methods are similar, and so are the processing times, even though the tile-based BP has to calculate the data terms twice.

Regarding the bandwidth cost, the tile-based BP loads $4BL$ boundary messages and $2B^2$ pixels to calculate the data terms, (see Section 6.1), and stores $4BL$ boundary messages for each tile. The total bandwidth cost $C_B$ is

$$C_B = \left(\frac{N}{B^2}\right)(4BL + 2B^2 + 4BL)T_o = (8NLB^{-1} + 2N)T_o,$$  

and the ratio to the bandwidth cost of BP-M is

$$\frac{C_B}{20NLT_{BPM}} = \frac{\left(0.4B^{-1} + 0.1L^{-1}\right)T_o}{T_{BPM}}.$$  

where $T_{BPM}$ is the iteration number in BP-M. The ratios for different parameter settings are listed in Table 2. We can see the tile-based BP saves more bandwidth as $B$ or $L$ increases and as $T_o$ decreases. Typically, the bandwidth cost of the tile-based BP is less than 1% of that of the BP-M.

Figure 6. The disparity maps of the dataset Art using (a) BP-M (b) tile-based BP ($N = 695 \times 555$, $L = 113$). The execution times are both 5 minutes. All variables are stored as 16-bit integers. This dataset is provided in [10].

5. Parallel Message Construction

It has been shown that when the smoothness term in the MRF is linear or quadratic, the messages can be quickly constructed using the min-convolution method [6]. However, the min-convolution is a strictly sequential process which cannot be performed in parallel. That is, the operation cycle is always $O(L)$ even when there are additional computational resources.

5.1. Algorithm

We find that the robust functions are used as the smoothness term (and data term) to model the outliers in many MRF-based computer vision problems [1]. For example, in almost all top-performance disparity estimation algorithms (all top 10 methods at the time of submission) listed in the Middlebury website, the robust functions are chosen to be the smoothness terms.

An important property of the robust functions is that while they increase monotonically in the beginning, they eventually stop growing after reaching a threshold. Therefore, a smoothness term can be represented as

$$E_i(l_p,l_q) = \begin{cases} 
  c \cdot f(\Delta l) & , \Delta l < T \\
  K & , \text{otherwise}
\end{cases}$$

where $f$ is a monotonic function, $c$ is the weighting factor, $\Delta l$ represents $|l_p - l_q|$, $T$ is the stop threshold, and $K$ is the stop value. Note that $K$ is no smaller than $c(T)$. The constant $c$ can be spatially variant without affecting the analysis.

In most applications, $T$ is much smaller than $L$. Therefore, $a H(l)$ in Equation (2) uses $f(\Delta l)$ to generate $2T+1$ hypotheses (the subscript is omitted for simplicity). All other hypotheses generated by $a H(l)$ are $H(l)+K$. From another point of view, in calculating the entity $M_{lp}(l_p)$, only at most $2T+1$ hypotheses are generated using $f$.

Therefore, when the smoothness term is a robust function, Equation (2) can be re-formulated as
where $R_1$ and $R_2$ are two different sets of hypotheses:

$$R_{q,1} = \{H(l_i) + cf(|l_i - l_q|) : |l_i - l_q| \leq T\},$$

$$R_{q,2} = \{H(l_i) + K : |l_i - l_q| > T\}.$$  

We show that $\min(R_{q,2})$ is independent of $q$. Therefore, it can be calculated once and applied to all $q$’s. Let $R_2$ denote the set of all $H(l) + K$, then we have

$$\min(R_2) = \min(H(l)) + K \leq \min(R_{q,2}).$$

Due to the definition of the robust function in Equation (9), when $\text{argmin}(H(l)) = l_i$ and $|l_i - l_q| < T$, $H(l_i) + cf|l_i - l_q| \leq H(l_i) + K$. As a result, Equation (10) is equivalent to

$$M_{pq}(l_q) = \min(R_{q,1}, R_2) = \min(R_{q,1}, \min(H(l)) + K).$$

Therefore, one can find the minimum of $R_2$ and use it to Equation (10).

In summary, in the proposed algorithm, we first find the minimum of $H$’s after they are calculated. Then we find the minimum of $R_{q,1}$ for each $l_q$ and compare it with the minimum of $H$’s plus $K$ to obtain the final message.

5.2. Cost Analysis and Parallel Implementation

The proposed method requires $O(L)$ operations to calculate $\min(R_2) + K$, $O(TL)$ operations to find $\min(R_{q,1})$ for all $l_q$’s, and $O(L)$ operations to calculate the final message values. Therefore, the overall complexity is $O(L + L + TL) = O(TL)$. Because $T < L$ in many applications including disparity estimation, the complexity becomes $O(L)$.

While the complexity is similar to the min-convolution method, our method can be performed in parallel. As a result, it is more suitable for hardware implementation than the min-convolution method. The parallel implementation for $L = 10$ and $T = 2$ is illustrated in Figure 7. Each colored square is a hypothesis. The squares at the bottom row are $H(l)$’s computed using Equation (3). The squares in each other row are $H(l) + cf(\Delta l)$ with a specific $\Delta l$. We find the minimum of each column and compare it with the minimum of $H(l)$ to obtain the final message.

All the operations in Figure 7 can be performed in parallel. When each column is processed independently, $\min(H(l))$ can be computed simultaneously. The exact degree of parallelism and the total operation cycles depend on the hardware architecture. At the maximal parallelism, all additions are performed simultaneously and each MIN operation in Figure 7 is performed by a tree-structure architecture. This method requires $(3 + 2T)L$ adders and $(2TL + L - 1)$ comparators. Compared with the size of the local memory, they are infinitesimally small.

Finally, note that the hypotheses and other temporal variables do not have to be explicitly stored in registers. This means all calculations can be wired together and the message can be calculated in just one cycle. This approach is used in our VLSI implementation presented in Section 6.1.

6. Implementations

We have implemented the proposed algorithms on two different hardware systems, a dedicated VLSI chip and a GPU program.

6.1. Very Large Scale Integration (VLSI) Circuit

We use the UMC 90 nm technology to develop our chip. In our design, the tile size is 16 and the maximal number of disparity values is 64, which is larger than most existing GPU, VLSI, and FPGA implementations [5]. The implementation is exact to the reference software and hence given the identical parameters, the results are the same to those in Section 4.3.

The chip performance and spec are listed in Table 3, and the floorplan of the synthesized circuit is shown in Figure 8. The chip only consumes 445.4 mW when working at 185 MHz. It consists of 2.5M gates (about 10M transistors) and the die size is 25 mm$^2$. Because our design consumes very little power, it is suitable for embed systems.

The circuit generates messages at a constant rate, 440M messages per second. The speed of the disparity estimation and the quality depend on the parameter settings. If we set $T_l = T_0 = (5, 1)$, we can process VGA-sized image at 27 fps. Better results can be obtained by increasing the iteration numbers. Compared with the GPU implementation in [20], our chip is 6-40 times faster in terms of the number of disparity estimations per second. Note that this performance is only possible when the tile-based BP is applied. If we use the traditional BP-M scheme, the chip must work no less than 1 GHz to meet the bandwidth requirement.

In the following we highlight two important high-level optimizations that can also be applied to other platforms. The fine-grained optimizations in the design shall be described elsewhere. First, we use the tile-wise pipeline similar to that in the video codec chip to improve the chip
utilization and reduce latency [3]. As shown in Figure 9, in our two-stage pipeline, we perform message passing of a tile in one stage, and the saving of the boundary messages in another one. In the second stage, we also load the boundary messages, and calculate the data terms for the next tile. In this way all processors are maximally utilized. While the data terms are pre-computed in software, calculating them on-the-fly is more efficient in hardware at the next tile. In this way all processors are maximally utilized. As shown in Figure 9, in our two-stage pipeline, we perform message passing of a tile in one stage, and the saving of the boundary messages in another one. In the second stage, we also load the boundary messages, and calculate the data terms for the next tile. In this way all processors are maximally utilized. While the data terms are pre-computed in software, calculating them on-the-fly is more efficient in hardware at the next tile. In this way all processors are maximally utilized.

Second, we reuse the pixels of different tiles to reduce the bandwidth cost. In calculating the data terms for disparity estimation for one tile, the direct method requires \(B^2\) pixels of the left image, and \(B(B+L)\) pixels of the right image. However, for the successive tile, \(BL\) pixels of the right image are already loaded at the current tile, and thus we only have to load \(B^2\) new pixels. In this way, \(BL\) bandwidth is saved per tile. This method was used in block-based motion estimation in video codec [17].

### 6.2. Graphics Processing Unit (GPU) Program

To show that the proposed methods can be applied to other platforms, we use the CUDA technique of the Nvidia cooperation [11] to implement a disparity estimation system on GPU. CUDA provides a C language environment to write programs for execution on GPU. In the CUDA programming model, the threads that share one local buffer are arranged in a single block. The number of blocks and threads can be much larger than the available resources of the GPU; the GPU automatically switches the threads to hide the latency of memory access and maximize the performance.

Since the message passing operation is sequential within

**Table 3. The summary of the developed disparity estimation chip.**

<table>
<thead>
<tr>
<th>Technology</th>
<th>UMC 90 nm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Operating voltage</td>
<td>1.0 V</td>
</tr>
<tr>
<td>Power consumption</td>
<td>445.4mW (at 185MHz)</td>
</tr>
<tr>
<td>Chip area</td>
<td>5 x 5 (mm²)</td>
</tr>
<tr>
<td>Gate count</td>
<td>Processing core 633K</td>
</tr>
<tr>
<td></td>
<td>Memory 1.88M</td>
</tr>
<tr>
<td></td>
<td>Total 2.5M</td>
</tr>
<tr>
<td>Disparity range (L)</td>
<td>64</td>
</tr>
<tr>
<td>Tile size (\beta)</td>
<td>16</td>
</tr>
<tr>
<td><strong>Processing Speed (at 185 MHz)</strong></td>
<td></td>
</tr>
<tr>
<td>Image resolution</td>
<td>((T_i, T_f))</td>
</tr>
<tr>
<td>Fps DE/s</td>
<td></td>
</tr>
<tr>
<td>640×480</td>
<td>(5, 1) 27 530.8M</td>
</tr>
<tr>
<td>640×480</td>
<td>(8, 2) 10 199.5M</td>
</tr>
<tr>
<td>320×240</td>
<td>(16, 3) 14 66.3M</td>
</tr>
<tr>
<td>Number of constructed messages per second</td>
<td>440M</td>
</tr>
</tbody>
</table>

**Table 4. The execution time (ms) for Tsukuba.**

<table>
<thead>
<tr>
<th>Tsukuba</th>
<th>Min-conv. GPU</th>
<th>Min-conv. GPU</th>
<th>Proposed GPU</th>
</tr>
</thead>
<tbody>
<tr>
<td>384×288, (L=16), (T=2)</td>
<td>Calculating data terms 17.72 0.03</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Memory transfer 0.00 27.02</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>One BP-M iteration 173.94 102.31 19.46</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Generate the depth map 10.52 0.03</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Total (5 iterations) 897.94 538.63 124.38</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Speedup factor</strong></td>
<td>1.00      1.67    7.21</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Table 5. The execution time (ms) for Cones.**

<table>
<thead>
<tr>
<th>Cones</th>
<th>Min-conv. GPU</th>
<th>Min-conv. GPU</th>
<th>Proposed GPU</th>
</tr>
</thead>
<tbody>
<tr>
<td>450×375, (L=60), (T=7)</td>
<td>Calculating data terms 17.72 0.03</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Memory transfer 0.00 29.70</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>One BP-M iteration 771.43 528.74 112.94</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Generate the depth map 44.32 0.03</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Total (5 iterations) 3919.19 2673.46 594.46</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Speedup factor</strong></td>
<td>1.00   1.47    6.59</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Each row/column, we arrange the computations for each row/column in a separate block. For the strictly sequential min-convolution method, each block contains only one thread. On the contrary, our method can be efficiently performed by activating \(L\) threads in each block. Each thread first calculates \(H\)’s using Equation (3) and then the hypotheses in \(R_{k,i}\). Since \(T\) is small, each thread sequentially calculates \(\min(R_{k,i})\) and then all threads jointly calculate \(\min(R_{k})\). Finally, each thread generates the message entity \(M_{pq}(l_{i})\) using Equation (14). The time complexity of this approach is \(O(T + \log L)\), much smaller than \(O(L)\) of the min-convolution method.

Tables 4 and 5 list the execution times of the disparity estimation for Tsukuba and Cones on a 3.0 GHz CPU with 2 GB main memory and an Nvidia GeForce 8800GTS GPU (512 MB video memory). We can see that when the available bandwidth and computational resource are fixed, the proposed method is about four times faster than the
min-convolution method because the proposed method activates more threads.

Our proof-of-concept implementation is not optimized yet and hence it is slightly slower than a highly optimized one [20]. A better performance can be achieved by putting the data to the cache-enabled texture memory and using a better memory packing method (in CUDA, only the data stored in a specific texture format are cached). However, the performance gain is not affect by these optimizations.

Performing the tile-based BP together with the parallel message construction in CUDA requires additional effort. Due to the limited local memory, the maximal tile size $B$ is only 12 when $L=16$. The computation power is not fully utilized with this setting and the bandwidth reduction is overwhelmed by the frequent task switches. Therefore, our current implementation is only slightly faster than BP-M. Nevertheless, the memory reduction of the tile-based BP makes it possible to process large images with a large disparity range such as the case in Figure 6.

7. Conclusion and Future Work

In this paper we have presented two methods to efficiently perform belief propagation on hardware. By properly modifying the message passing scheme, we have shown that by propagating the boundary messages, the BP can be performed within a tile without losing the global optimality. This approach reduces the memory and bandwidth costs by orders of magnitude.

We have proposed a new parallel message construction method for the robust functions. It can efficiently calculate a message in one cycle on hardware and exploit the computational resource of the modern GPU.

The proposed methods allow us to design a VLSI circuit for disparity estimation that consumes less than 1 watt and generates high quality disparity maps in near real-time. We have also developed a simple GPU program which is 4 times faster than the min-convolution method.

Because the modified BP generates globally optimal results and uses simple operations and regular data access, it is more suitable for hardware implementation than many local cost aggregation methods that require irregular and branching operations and many scanline-based methods that require sequential operations and a large line buffer.

We employ simple data and smoothness terms in our stereo estimation system to enable the real-time performance. Nevertheless, because many start-of-the-art off-line methods use BP to minimize the defined complex energy functions, our algorithms can be used to reduce their memory, bandwidth, and computational costs as well.

We have experimentally shown that the tile-based BP quickly converges to a result close to that of the original BP. However, a formal proof is desirable. We find that by resetting the messages, a result with a lower energy can be obtained. Although our initial goal is not improving the performance of BP, this property is worth more study.
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