Abstract

This paper presents a fast method for detecting multi-view cars in real-world scenes. Cars are artificial objects with various appearance changes, but they have relatively consistent characteristics in structure that consist of some basic local elements. Inspired by this, we propose a novel set of image strip features to describe the appearances of those elements. The new features represent various types of lines and arcs with edge-like and ridge-like strip patterns, which significantly enrich the simple features such as haar-like features and edgelet features. They can also be calculated efficiently using the integral image. Moreover, we develop a new complexity-aware criterion for RealBoost algorithm to balance the discriminative capability and efficiency of the selected features. The experimental results on widely used single view and multi-view car datasets show that our approach is fast and has good performance.

1. Introduction

Car detection is an indispensable technology in emerging applications such as intelligent traffic surveillance, driver assistant systems and driverless vehicles. Recently, as one of the fundamental problems in computer vision and pattern recognition, car detection, like other related topics such as face detection and pedestrian detection, attracts more and more attentions of researchers worldwide. Different from faces and human bodies, cars are artificial rigid objects with obvious and consistent characteristics in structure such as wheels, bumpers and pillars, which provide crucial cues for car detection. In this paper, we address the car detection problem in static images and focus on local features that describe these structural characteristics in particular.

There has been extensive literature on object detection. Recently, more and more research works on object detection cover the car detection problem. Various models and methods have been proposed, including the Implicit Shape Model (ISM) [8, 14], the deformable part model [6], the Biologically Inspired Model (BIM) [11, 20, 25], the synthetic 3D models based on 3D feature maps [15], the wavelet based method [21, 24], the random fields based method [12, 31], the Cluster Boosted Tree (CBT) [34], etc. These approaches achieve good performance in single view, multi-view and/or partially occluded car detection experiments. Some approaches directly focus on the car detection problem, such as the sparse part-based representation [1], the Gabor filter and SVM based method [28] and the two-level hierarchical SVM [35], and have made considerable progress. As shown in the literature, local features [16, 22, 30, 33] and descriptors [2, 3, 17, 29] usually play important roles in detecting objects including cars. However, to our best knowledge, most of these local features and descriptors are originally designed for the detection of faces, pedestrians or general objects. There are few approaches that specially consider the structural characteristics of cars.

Unlike faces and human bodies, cars have relatively consistent characteristics in structure such as four wheels, a certain number of pillars, two bumpers, etc. Although the appearances of these parts have various changes due to different car models, view points and lighting conditions, they consist of some basic geometric elements such as lines and arcs with edge-like and ridge-like strip patterns. Inspired by the observations above, we design a new set of image strip features that explicitly describe the appearance of the structural characteristics of cars. These features can be extracted based on the integral images. We also propose a complexity-aware criterion for the boosting framework in order to balance the discriminative capability and efficiency of the selected features. The experimental results on UIUC [1] and PASCAL 2006 challenge [5] car datasets show that our approach outperforms the methods based on edgelet and haar-like features.

1.1. Related works

There have been lots of local features and descriptors proposed for various object detection tasks. In some earlier works, wavelet based features [21, 24] are proposed for object detection. Haar-like features [30] and the extended haar-like features such as [16] are successfully applied in face detection. These haar-like features describe the information of edges and ridges in multi-scale, and can be
fast calculated via the integral image. However, the feature itself can only capture simple and regular-shaped patterns such as a segment of edge and ridge in horizontal, vertical or specific directions. Local region descriptors, e.g., Histogram of Oriented Gradients (HOG) [3] and covariance descriptor [29], capture more rich local statistical information, and are proved powerful in object detection. Another kind of features [26, 27, 33] focuses on the contours and edges of objects rather than the local regions. For example, the edgelet feature [33] extracts the gradient information using a single-pixel wide template. These contour and edge based features are successfully used in pedestrian detection. However, it seems that they are sensitive to scaling, shifting and rotation variations. Besides the simple features above, researchers also propose combinations of simple features for object detection, such as joint features [18, 22] and heterogeneous features [4, 32]. To our best knowledge, most of these local features are originally designed for the detection of faces, pedestrians or general objects. Although some of these features achieve good performance in car detection, they do not explicitly describe the structural characteristics of cars, which are crucial cues in car detection.

In object detection, a lot of approaches are based on classifiers and sliding window strategy. SVMs [9, 19, 21, 28] and boosting algorithms [10, 30, 32, 34] are widely used in training the classifiers. In order to deal with multi-view object detection, some tree structured classifiers such as vector boosted tree [10] and CBT algorithm [34] are proposed. In some recent works such as [4, 32, 36], the computational complexity of weak classifiers is considered in the boosting algorithms. There are also some approaches beyond the sliding window framework, e.g., the efficiently subwindow search scheme [13], the generalized Hough transform [14] and the BIM based methods [11, 20, 25]. Most of these approaches focus on general object detection problems, and some of the approaches use the car detection as an additional experiment.

1.2. Overview of our approach

In this paper, we propose a novel set of image strip features for car detection. An image strip feature can be considered as a template of a curve segment with a certain strip pattern, which is described by several back-to-back regions as shown in Fig. 1. The feature response reflects the contrast of these image regions. We also develop an approximate algorithm based on the integral image method. Given a window, a full set of the image strip features with different curve segments, strip patterns and positions can be built.

We employ the RealBoost algorithm to train the cascade classifiers and the CBT classifiers based on the image strip features. In order to speedup the detection process, a new complexity-aware criterion is proposed to balance the discriminative capability and efficiency of the selected features. In detection, we follow the sliding window strategy and employ the mean-shift clustering algorithm to merge the positive responses of the classifier and obtain the bounding boxes of the objects.

The major contributions of this paper are: (1) a novel set of image strip features specially designed for car detection; (2) an integral image based algorithm to approximately calculate the image strip features; (3) a new complexity-aware criterion in boosting framework to balance the discriminative capability and efficiency of the selected features.

The rest of this paper is organized as follows. Section 2 presents the image strip features. Section 3 introduces the complexity-aware criterion in boosting framework. Section 4 shows our experimental results. Conclusion and discussion are given in the last section.

2. Image Strip Features

2.1. Overview of image strip features

Most of cars have relatively consistent characteristics in structure. Intuitively, if we look into the car structure (See Fig. 1), we can find that all of the cars have common structural components such as wheels, pillars, bumpers, etc. Although the appearances of these components may look much different due to variations of car models, view points and lighting conditions, they consist of some basic geometric elements such as lines and arcs with edge-like and ridge-like strip patterns. For example, as shown in Fig. 1, the appearance of a tire can be represented by several arcs with the length of 6–9 pixels and ridge-like pattern. These features are important cues for discriminating cars and non-car objects. Inspired by the observations above, we propose a new set of image strip features to describe these multi-scale geometric elements in car structures.
An image strip feature can be formally represented by a triple \( S = \langle c_L, t_w, p \rangle \), where \( c_L \) represents the curve segment of length \( L \), \( t_w \) represents the strip pattern of width \( w \), and \( p \) represents the position of the feature within a given window. All the features with valid \( c_L, t_w, \) and \( p \) form an exhaustive set \( \{S\} \). For car detection, we only consider the line segments and arcs, and limit the strip patterns to edge-like and ridge-like.

As shown in Fig. 1a and 1c, an edge-like feature can be described by two back-to-back single strip regions with the same curve pattern and width \( w_R \), while a ridge-like feature consists of three single strip regions. The responses of the features can be calculated via the mean intensities of the single strip regions as (1) and (2)

\[
f_{\text{edge}} = \frac{\sum_{(x,y) \in R1} I(x,y) - \sum_{(x,y) \in R2} I(x,y)}{||R1|| - ||R2||}, \quad (1)
\]

\[
f_{\text{ridge}} = \frac{1}{2} \left( \frac{\sum_{(x,y) \in R1} I(x,y)}{||R1||} + \frac{\sum_{(x,y) \in R3} I(x,y)}{||R3||} - \frac{2 \sum_{(x,y) \in R2} I(x,y)}{||R2||} \right), \quad (2)
\]

where \( I(x,y) \) is the pixel intensity, \( ||\bullet|| \) represents the total number of pixels in a particular region, and \( R1, R2 \) and \( R3 \) are the single strip regions as shown in Fig. 1.

Particularly, we use the absolute value in (1) and (2), because the contrast pattern of cars is more complex than that of objects like faces. For example, eyes are always darker than skin of cheeks, but there is no such simple regularity between cars and background. For example, the white cars may be brighter than the background, while the black cars may be darker. Using the absolute values as the feature responses, the image strip features just describe the contrast information, which are mostly invariant to the color of cars.

According to the observation of the car structure, we specifically set the curve pattern \( c_L \) to lines, 1/8 circles, 1/4 circles and 1/2 circles, which are similar to edgelet [33]. The single strip regions in one image strip feature have the same width, i.e. \( w = 2w_R \) (edge-like) or \( w = 3w_R \) (ridge-like), and limits the curve length \( L \) to 4–12 pixels and the single strip region width \( w_R \) to 2–6 pixels in a sliding window of \( 64 \times 32 \) pixels.

The proposed image strip features remind us of haar-like features [30]. However, the image strip features are not just simple extensions of haar-like features. In some sense, the image strip features can be considered as joint haar-like features constrained by some curve patterns. The curve patterns can be designed to represent higher level semantic information of the essential characteristics of objects with relative consistent structures. Compared with edgelet features, the image strip features are based on the statistics of regions rather than the gradients along a line or arc. This makes the image strip features more robust to slight variation of scaling, shifting and rotation.

2.2. Fast feature extraction

In order to generate an image strip feature, we need to specify the curve pattern, the strip pattern and the relative position, i.e. \( c_L, t_w, \) and \( p \). We employ edgelet [33] to enumerate the \( c_L \) and \( p \), and then dilate the edgelet features along the normal directions to form the edge-like and ridge-like strip patterns as shown in Fig. 2. Obviously, settings different \( t_w \), one edgelet can generate multiple image strip features. A direct way of extracting the image strip features is calculating the response via (1) and (2) by points, namely the D-Strip approach. Besides the direct method, we also propose an integral image based method to extract the image strip features, namely the I-Strip approach.

D-Strip approach:

We can directly calculate the mean intensities of each single strip regions point-by-point. The coordinates of pixels within each single strip region can be easily obtained by flood fill or similar algorithms, and then stored in a list. So that one edge-like feature has 2 lists and one ridge-like feature has 3 lists. For feature extraction, the response of the feature can be calculated via (1) or (2) using the lists as lookup tables. However, this point-by-point method needs a lot of memory for storing the lists and a lot of time for calculating the mean intensities of the single strip regions, especially when the single strip regions are large.

I-Strip approach:

In order to reduce the memory and computation cost, we propose an approximate algorithm based on the integral image. Apparently, when the curve patterns are horizontal and vertical lines, the image strip features degrade to haar-like features and can be directly extracted using the approach in [30]. Therefore, we only focus on the complex features with oblique line and arc patterns.

Fig. 2a illustrates our approach for an edge-like feature with the line pattern. We employ two series of small upright rectangles to represent the upper and lower single strip regions respectively. More specifically, we assign two associated rectangles shown as \( R1 \) and \( R2 \), in Fig. 2a for each point \( P_i \) along the edgelet. \( R1 \) is an upright rectangle which is determined by the point \( P_i \) as one vertex and the point \( A_i \) as the diagonal vertex, where \( A_i \) is the intersection of the normal at \( P_i \) and the upper boundary of the single strip region. \( R2 \) and other associated rectangles can be determined in a similar way. Then, the response of the image strip feature in Fig. 2a can be calculated as (3)

\[
f_{\text{edge}} = \frac{\sum_{j=1}^{L} g(R1_j)}{\sum_{j=1}^{L} \|R1_j\|} - \frac{\sum_{j=1}^{L} g(R2_j)}{\sum_{j=1}^{L} \|R2_j\|}, \quad (3)
\]

where \( g(\bullet) \) is the function to sum up the intensities of all the points in a particular region via the integral image [30], and \( L \) is the length of the edgelet feature.
As shown in Table 1, the computation costs of haar-like features are irrelevant to \( \text{edge} \) and suppose \( g(\bullet) \) consumes 3 additions, according to (1)–(4), we can list the computation costs in Table 1, where \( C \) is the sum of the addition and multiplication operations. As shown in Table 1, the computation costs of haar-like features are constant. The computation costs of the I-Strip and D-Strip algorithms. Given \( L \) and \( w_R \), and suppose \( g(\bullet) \) consumes 3 additions, according to (1)–(4), we can list the computation costs in Table 1, where \( C \) is the sum of the addition and multiplication operations. As shown in Table 1, the computation costs of haar-like features are constant. The computation costs of the I-Strip features are irrelevant to \( w_R \). It can be seen that it is “cheaper” to calculate via I-Strip when \( w_R \) is large, and it is “cheaper” to calculate via D-Strip when \( w_R \) is small.

### Complexity-Aware RealBoost

As illustrated in Table 1, the computation costs of different I-Strip features are greatly different. For example, the haar-like feature of edge-like pattern consumes 148 operations, while the ridge-like feature with \( l=12 \) consumes 9 operations. If we use the “cheaper” features in the earlier levels of the cascade classifiers, we can speed up the detection process. In order to obtain an effective and efficient classifier, we propose a complexity-aware criterion to balance the discriminative capability and the computation complexity. Some related works have been done in [4, 32, 36]. In this paper, we introduce a complexity-aware criterion for boosting framework

\[
Z' = Z + aT, \tag{5}
\]

where \( Z \) is the discriminative criterion, i.e. the measurement of the discriminative capability of the weak

#### Table 1: The computation costs of D-Strip and I-Strip.

<table>
<thead>
<tr>
<th>Features</th>
<th>I-Strip</th>
<th>D-Strip</th>
</tr>
</thead>
<tbody>
<tr>
<td>Edge</td>
<td>Ridge</td>
<td>Edge</td>
</tr>
<tr>
<td>Add.</td>
<td>7</td>
<td>11</td>
</tr>
<tr>
<td>Mul.</td>
<td>2</td>
<td>5</td>
</tr>
<tr>
<td>C</td>
<td>9</td>
<td>16</td>
</tr>
</tbody>
</table>

\( T \) is the complexity criterion for minimizing the expectation of the total execution time in detection, \( a \) is the complexity-aware factor to balance the discriminative capability and the computation complexity. In the RealBoost framework, the discriminative capability is measured by Bhattacharyya coefficient between the distributions of the object and non-object classes [23]

\[
Z = 2\sum_i w_i w'_i, \tag{6}
\]

where \( w_i/w_i \) is the probability distribution of the feature value for positive/negative samples.

Suppose there are \( M \) weak classifiers with computation cost \( C_i \). Denote the total execution time consumed by the positive and negative windows \( T_{pos} \) and \( T_{neg} \) respectively, and the number of the true positive and the false positive windows through the \( i^{th} \) level by \( N^+_i \) and \( N^-_i \) respectively. The expectation of the total execution time of detection is

\[
E(t) = T_{pos} + T_{neg} = \sum_i N^+_i C_i + \sum_i N^-_i C_i. \tag{7}
\]

Since the total number of false positive windows is much larger than the true positive windows, \( E(t) \) can be approximated by \( T_{neg} \)

\[
E(t) \approx T_{neg} = \sum_i N^-_i C_i = \sum_i (N - f_{pos_i}) C_i = N \sum_i f_{neg_i} C_i, \tag{8}
\]

where \( N \) is the total number of the sliding windows, \( f_{pos_i} \) is the false positive rate of the \( i^{th} \) level. In order to minimize \( E(t) \), we select the \( i^{th} \) feature with the minimum \( T \) value

\[
T = f_{neg_i} C, \tag{9}
\]

where \( C \) is the computation cost of the features as shown in Table 1. Substitute (6) and (9) into (5), we get the final complexity-aware criterion of the \( i^{th} \) level for the RealBoost framework

\[
Z'_i = 2\sum_i w_i w'_i + a f_{neg_i} C. \tag{10}
\]

Intuitively, we can explain (10) as below. When the false positive rate is large, i.e. most of the windows are processed by the earlier levels of the cascade classifier, we tend to select the features with cheaper computation cost. When the false positive rate becomes smaller, i.e. only a few windows are processed by the later levels of the cascade classifier, the algorithm adaptively makes the computation cost less important.

---

1 It is reasonable to consider the addition and multiplication as same operations in analyzing the complexity, since the throughput and latency of these operations in P4 CPU are similar.

2 Since it is hard to accurately calculate the point number of an irregular region, we list the reasonable estimations in the table.

---
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4. Experiments

We evaluate the performance of our approach on the widely used datasets of the single view and multi-view car images in real-world scenes. Besides the end-to-end comparisons with the state-of-the-art approaches, evaluations of the individual modules show more insights into the proposed method.

4.1. Experiments on single view car detection

In this section, we focus on the single view car detection task. The UIUC side view car dataset [1] is used in the experiment. The dataset contains a single scale test set (170 images with 200 cars), a multi-scale test set (108 images with 139 cars), and a training set of 550 side view car images. The car patches from the training images are resized to $64 \times 32$ pixels and horizontally flipped. So that there are totally 1,100 car patches in the positive training set. We also collect 10,000 images without any car on the Internet as the negative training set. A reduced set of 32,862 edgelet features (about 1/30 of a full set) are used for generating the image strip features, so that the size of the image strip feature set is limited to be acceptable to our experimental environment. The total number of image strip features (I-Strip or D-Strip) is 198,174 as listed in Table 3.

In the training, we set the complexity-aware factor $a$ 0.05. In testing, we follow the criterion described in [5] to distinguish the correct detections from the false positives. Fig. 3 shows the precision-recall curves. We can see that the D-Strip and the I-Strip have similar performance. Furthermore, the results of the complexity-aware criterion based algorithm are very close to that of the RealBoost algorithm, i.e. the complexity-aware criterion does not reduce the accuracy of the system apparently.

We compare our approach with previous approaches following the Equal Precision and Recall rate (EPR) method. The results are listed in Table 2. It can be seen that the image strip features have high performance competitive to other state-of-the-art methods on both single scale and multi-scale test sets. Fig. 8a shows some results of the I-Strip and complexity-aware criterion based system.

4.2. Experiments on multi-view car detection

In this section, we evaluate the image strip features on the multi-view car detection task using two experiments.

For the first experiment, we manually label 4,000 car samples in MIT street scene dataset [38] and PASCAL 2006 challenge training and validation set [5]. The car patches are cropped and normalized to $64 \times 32$ pixels. The negative image set is the same as that used in section 4.1. Since the inner class variation of multi-view objects detections is large, most of previous method adopt “divide and conquer strategy” to design multi-channel or tree structured classifiers [10, 34]. We also follow this strategy and train a CBT classifier in the experiment.

For comparison, we use an image collection similar to [32] in the PASCAL 2006 challenge test sets. There are 390 images with 491 multi-view cars larger than $64 \times 32$ pixels. According to [32], the test set is further divided into the close shot images (with cars of 250 to 500 pixels high) and the long-distant shot images (with cars of 32 to 250 pixels high). We also implement the haar-like features and edgelet features. Since the pattern of haar-like features is much simpler than that of edgelet and the image strip features, a much more dense sampling strategy is used in feature generation. As for the edgelet features, we use the set of 32,862 features, which is the same subset used for generating the image strip features (See Section 4.1). Table 3 lists the size of the feature sets used in the training.

Fig. 4 shows the precision-recall curves. The result of heterogeneous features reported in [32] is also drawn in the chart. The proposed approach obviously outperforms the haar-like feature and edgelet, and performs very close to the heterogeneous features [32]. The image strip features reflect more semantic information on the structural

<table>
<thead>
<tr>
<th>Feature Type</th>
<th>Number of features</th>
</tr>
</thead>
<tbody>
<tr>
<td>Haar-like feature</td>
<td>70,008</td>
</tr>
<tr>
<td>Edgelet</td>
<td>32,862</td>
</tr>
<tr>
<td>Image strip feature</td>
<td>198,174</td>
</tr>
</tbody>
</table>
elements of cars than the haar-like features. Compared with edgelet features, our method obviously outperforms edgelet features on the multi-view car test set. The reason is that the image strip features are based on local statistics rather than gradients of pixels along a curve, so that they are more robust to noise and variations. This is perhaps important to the detection of the multi-view objects. Our method just achieves performance comparable to the heterogeneous features [32], but as a kind of simple and fast features the performance can be improved by incorporating with more powerful features.

We also evaluate the I-Strip features on the overall PASCAL 2006 challenge dataset [5]. We use the training and validation set in [5] for training, including 490 “acceptable” car patches as original positive samples and 2,618 images as negative images in which cars are cropped away. Our approach consists of two detectors (a lateral-view detector and a rear-front-view detector), which are trained by RealBoost algorithm respectively. The lateral-view detector is trained using car samples of $64 \times 32$ pixels, and the rear-front-view detector is trained using car samples of $32 \times 32$ pixels. Our approach achieves 44.3% EPR rate. The performance is promising to be further improved by using more original car samples for training. The highest EPR rates reported in the PASCAL 2006 and 2007 challenges are about 45% and 55% respectively [37]. Considering that there are 233 truncated cars among the 854 cars in the test set and our approach is not specifically designed for detecting partially occluded cars, the proposed approach is comparable to the state-of-the-art methods. Some detection results are shown in Fig. 8b.

### 4.3. Image strip features vs. car structure

In this section, we further investigate the relations between the image strip features and the car structure.

We train a cascade classifier using a set of strictly aligned side-view car patches and investigate the selected image strip features. 150 side view car images from UIUC training set are used. All the cars in the images are towards left and aligned using the tangent points of the tires and the ground. We use RealBoost algorithm to select the I-Strip features from the feature set described in Section 4.1.

Fig. 5 visualizes the first selected 4 image strip features. It is interesting that all the 4 features reflect some car structural elements. Feature 1 and 3 are perfectly on the tires; feature 2 describes the contrast of the chassis and the ground; feature 4 reflects the ridge-like pattern of the front bumper. This shows that the image strip features can reflect the structural characteristics of cars. Of course, the experiment above demonstrates the ideal situation, in which the pattern of the aligned cars is very compact. In practical detection tasks, the relations between the features and the car structure may not be so intuitive, because the car samples always have larger inner class variations.

We also investigate the image strip features selected in the experiment on the multi-view car detection in Section 4.2. We collect the selected features by the CBT algorithm and count the numbers of different types. As shown in Fig. 6a, a large portion of the selected features are the oblique lines and arcs. It shows that the complex image strip features beyond haar-like ones play very important roles in discriminating cars and non-car objects. Another interesting phenomenon is that the ridges with $w_R = 2$ tend to be selected as shown in Fig. 6b. If we look into the car samples in Fig. 5 or resize the cars in Fig. 8 to $64 \times 32$ pixels, we can find that there are a lot of structural elements of cars, such as tires and pillars, appear as line or arc ridges with $w_R = 2$. This can intuitively explain the phenomenon shown in Fig. 6b. It can be seen that our image strip features can explicitly describe the structural characteristics of cars, which is perhaps important for the features with strong discriminative capability.

---

**Fig. 4.** Performance on multi-view car dataset.

**Fig. 5.** Selected image strip features vs. car structures.

**Fig. 6.** Statistics of the selected image strip features.
complex image strip features have by test images is 18 seconds (about 0.1 second per image). The total execution time of all the 170 haar-like based one, and is about 30% faster than the complexity-aware based approach is as efficient as the C
preserving the accuracy. The results show that our complex-aware RealBoost tends to dominate the total execution time. Considering the results described in Section 4.1, we can see that our approach is fast and has good performance.

4.4. Experiments on complexity-aware RealBoost

We evaluate the proposed complexity-aware criterion based algorithm using the UIUC single-scale car dataset described in Section 4.1. Haar-like features and edgelet features are used for comparison. All the approaches are implemented in Visual C++ 6.0 environment without any code optimization and tested on a desktop with Intel P4 2.8GHz CPU and 1GB memory. The detector performs the exhaustive search with the 1-pixel step and the scaling factor of 0.9 on images. In this case, the detector processes overall 6,908,035 sliding windows on the 170 images.

We firstly examine the feature selection in training. We visualize the selected features in Fig. 7a, in which all the haar-like features are under the black line. It shows that the first 13 features selected by the complexity-aware criterion based algorithm are all haar-like features. There are also some haar-like features selected by the RealBoost algorithm, however, most of them appear in the later levels. The results show that our complex-aware RealBoost tends to select simple features in the first several levels that dominate the total execution time. Considering the results presented in Section 4.1, we can see that our approach is more efficient than the RealBoost algorithm, while preserving the accuracy.

Fig. 7b shows the average execution time of the first n levels of each cascade classifier. It can be seen that the D-Strip and traditional RealBoost based approach is slower than the other fast approaches, because some features with large wR appear in the first several levels of the cascade classifier and affect the speed. The I-Strip and complexity-aware based approach is as efficient as the haar-like based one, and is about 30% faster than the edgelet based one. The total execution time of all the 170 test images is 18 seconds (about 0.1 second per image).

5. Conclusion and Discussion

In this paper, we proposed a novel set of image strip features for car detection. An integral image based feature extraction and a complexity-aware criterion for RealBoost framework have been developed to make the image strip feature based approach more efficient while preserving the accuracy. Experimental results have shown that our method is fast and has good performance.

The image strip features represent the semantic information of higher level comparing to haar-like features. In some sense, the I-Strip features are similar to a subset of the joint haar-like features constrained by some curve patterns. Therefore, the proposed features have stronger discriminative capability than haar-like features. Furthermore, by designing different curve patterns, the image strip features can be tuned to describe various structural characteristics of different objects. Since the image strip features are based on the statistics of regions, they are robust to slight variation of scaling, shifting and rotation. Of course, compared with the complex local descriptors such as HOG and covariance descriptor, the image strip features discard some statistical information, which weakens the discriminative capability. However, it seems the unavoidable cost of fast features.

To date the image strip features are just designed for car detection, but they can be easily extended to other object detection tasks. By incorporating with stronger features like in [4, 32], the performance can be further improved. The image strip features are also promising in designing part-based object detection system for occlusion problem. We will address the research on these topics in the future.
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