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ABSTRACT

We are developing a complex computer aided diagnosis

(CAD) system to detect small pulmonary nodules from he-

lical CT scans. Here we present a classifier to reduce the

number of false positive responses of the primary detector.

Our approach is based on an asymmetric Adaboost which

enables us to give different weights to missed nodules (false

negatives, FNs) and incorrectly detected structures (false

positives, FPs). This is useful because there are noticeably

more negative examples in the nodule candidate set than real

nodules–true positives (TPs). The whole system is meant

as a second opinion for a human radiologist to speed up

reading the examination. That is why we should detect as

many true nodules as possible, while a certain number of FPs

is acceptable. The system was tested on 147 cases (36559

slices) containing 357 nodules marked by an expert radiol-

ogist. The new classifier significantly reduced the number

of false positives, while only a few nodules were incorrectly

omitted.

Index Terms— computer aided diagnostic, nodule detec-

tion, CT, asymmetric Adaboost.

1. INTRODUCTION

Almost all nodule detecting systems employ a two step

scheme. Nodule candidates are detected from 3D data

(images) by a sensitive detector based on thresholding [1],

region-growing [2], or template-matching [3]. Our approach

uses multiscale filtration and morphology operations [4].

All mentioned detectors have high sensitivity, but a lot of

non-nodule structures are detected too (low specificity). To

suppress these FP detections further classification step is

used, e.g. a linear discriminant [5], or artificial neural net-

work (ANN) [6]. This paper describes a classifier based on
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an asymmetric Adaboost [7].

The whole system we are developing is aimed as a second

opinion for a human radiologist to speed up reading the exam-

ination, so we should detect as many true nodules as possible,

while a certain number of FPs is acceptable.

1.1. Nodule taxonomy

For the purpose of this work we divide nodules into two

classes. Parenchymal (non-pleural) nodules are round or egg-

shaped lesions in the lung parenchyma; juxtapleural nodules

are worm-shaped lesions connected to the pleura. These two

classes are detected separately (by two different detectors),

and are also treated separately during classification.

1.2. Pre-processing and candidate detection

first, we pre-process the input 2D DICOM data—construct a

3D volume and segment the lungs. For segmentation we use

a simple thresholding followed by morphological operations

to clean up the contours [4].

As a parenchymal nodule detector we use multiscale

filtering by a Gaussian filter. This algorithm detects reg-

ular objects. For juxtapleural nodules we use methods of

mathematical morphology [4]. Each of the two candidate

detectors provides a set of points, the centers of juxtapleural

or parenchymal nodule candidates. Finaly each suspicious

object is segmented by local thresholding.

The aim of this work is to reduce the number of FPs

among nodule candidates by an asymmetric Adaboost classifier,

while preserving as many “true” nodules as possible. Exam-

ple of an input CT slice and a detected nodule is in Fig. 3.

2. METHODS

2.1. Symmetric Adaboost

Symmetric Adaboost [7] is an iterative greedy algorithm to

construct a strong classifier from a predefined set of weak
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ones. During learning all errors are penalized equally.

Ls(i) =

{
1 for C(xi) �= yi,

0 otherwise,

where xi is a feature vector of the i-th nodule candidate, yi

the label of the candidate (1 for nodule, -1 for non-nodule),

C(xi) is the output of the strong classifier. The resulting

strong classifier aims to minimize the total classification er-

ror:

Es =
∑

i

Ls(i),

where the index s stands for symmetric.

2.2. Asymmetric Adaboost

The classificator can make two types of errors: either to miss

a real nodule, or to classify a non-nodule structure as a nodule.

If a nodule is missed (FN result), the patient is in danger; if

some non-nodule is detected (FP result) physician only has to

work longer when checking computer’s results.

That is why we want to penalize missed nodules (FNs)

more than FPs. We introduce a new weighted error:

Ea =
∑

i

La(i), (1)

with a loss function:

La(i) =

⎧⎪⎨
⎪⎩
√

k for yi = 1 and C(xi) = −1,
1√
k

for yi = −1 and C(xi) = 1,

0 otherwise

and

k =
Nn

Np
A,

where Nn is a number of negative samples (non-nodules) and

Np a number of positive samples (nodules). A is an asym-

metry parameter. If A = 1, the total weight of positive and

negative samples are equal, if A > 1 the group of positive

examples weights more than the negatives and vice versa.

Error minimization using this loss function can be achieved

using asymmetric Adaboost based on pre-weighting of each

sample [7].

2.3. Features

Input of the classifier are feature vectors xi computed for

all detected candidates. We are using 38 features derived

from shape (Table 1), intensity (Table 2), covariance ma-

trix (Table 3), and different Hessian matrices (Table 4).

Volume, shape and intensity features are measured on the

segmented candidate (using thresholding and conected com-

ponent analysis), for Hessian features computation the 10mm

cube neighborhood c(xc, yc, zc) of nodule center xc, yc, zc is

used. c(xc, yc, zc) = {(x, y, z) : |x−xc|+|y−yc|+|z−zc| ≤
10mm}

Shape features References
V = NaVvox [8, 9, 3]

S = NsSvox/2 [9]

F1 = S/V [9]

F2 = varj

{
‖μ− ej‖

}
[3]

Table 1. Four features based on the shape of the suspicious

region. Na is the number of region voxels, Vvox the volume of

a voxel, Ns is the number of surface voxels, Svox the surface

of voxel, μ the coordinates of the region center of gravity, and

ej the candidate edge points.

Intensity features References
Thr—threshold from candidate segmentation [10]

Im = mean
({

I(x); I(x) > Thr

})
[3]

Iv = var
({

I(x); I(x) > Thr

})
[3]

Imax = max
({

I(x); I(x) > Thr

})
[3]

Imb = mean
({

I(x); I(x) < Thr

})
[10]

K = Imb/Im [3]

Table 2. Six features based on the intensity (in Houndsfield

units) of the foreground and background in the suspicious re-

gion.

Covariance matrix features References
λC3 [9]

M1 = λC1/λC3 [10]

M2 = λC2/λC3 [10]

Ref = 3

√∏3
i=1 λCi [10]

Vef = (4/3πR3
ef ) [9]

F3 = Vef/V [9]

P1 = Ref/λ3 [9]

P2 = Ref/
√

S/4π [9]

Table 3. Eight features based on the covariance matrix of the

suspicious region. λC1 < λC2 < λC3 are eigenvalues of the

covariance matrix
∑

= E
[
(x− μ)T (x− μ)

]
.

Hessian matrix features References
Bσ = λH1/(λH2λH3) [11]

Tσ = (λH3 − λH1)2/λ2
H1 [11]

Table 4. Twenty features based on the eigenvalues of the Hes-

sian matrix on different scales. [H]ij = ∂2

∂xi∂xj
Gσ ∗ f , where

Gσ ∗ f is a convolution of the image and a 3D Gaussian filter

with σ = 0.4i, i = 1, 2, . . . 10.
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3. EXPERIMENTS

3.1. Input data

The system (detector + classifier) was tested on real data con-

sisting of 147 scans of adolescent lungs (66 patients, 36559

slices), xy resolution 0.416mm, slice thickness 1mm, ac-

quired by Somatom AR Star CT machine. There were 357

true nodules marked by a human radiologist expert in the

dataset. Data was processed by candidate detectors (juxta-

pleural, parenchymal) and the 38 features were computed for

each nodule candidate. In total there were 323390 candidates

detected (1210 candidates were in positions of real nodules,

i.e. more than 1 candidate per nodule detected).

3.2. Cross-validation

We divided the 323390 nodule candidates into 10 disjoint

subsets at random, and learned 10 classifiers using 9 sub-

sets as training data, one left for subsequent testing [12]. We

evaluated the mean sensitivity (Fig 1, top) and mean num-

ber of FPs/slice (Fig 1, middle). We chose the number of

Adaboost steps empiricaly, according to the mean weighted

classification error Ea (Eq. 1). The chosen number was typi-

caly between 50 and 100 steps, close to the minimum of Ea.

The choice is not critical, as the error Ea usually does not

vary significantly after the initial decrease (Fig. 1, bottom).

The sensitivity and the number of FPs correspond to one point

of the ROC curve (Fig. 2). This process was repeated for 13

different values of asymmetry A from 0.75 to 100.

4. CONCLUSIONS

We have implemented an asymmetric Adaboost classifier to

reduce the number of FPs results for an automatic lung nod-

ule detection system. We have also introduced new descrip-

tors for nodule classification and tested the whole system on a

large dataset by cross-validation. Our results indicate that this

classifier works better than Fisher linear discriminant func-

tion used in our previous attempt (whole system sensitivity

74,3% and 2,6 FPs/slice) [4] and also better than results re-

ported in [13] and [14]. The work of Zhang has very small

number of FPs, but also low sensitivity for screening pro-

grames. Desired ratio of sensitivity and FPs/slice can be set

by choosing a particular asymmetry A during the learning

process.

The detection system is implemented in Matlab. Process-

ing one CT examination takes about 15 minutes (candidate

detection+classification), classifier learning takes about 7

hours for the whole dataset on 64-bit dual-core machine.

Future work should concentrate on improving the candidate

detectors to further increase the sensitivity.
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Fig. 1. Sensitivity, FPs/slice, and weighted error (Eq. 1) of

the strong classifier as function of number of asymmeric Ad-

aboost steps. Example for A = 4.
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